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I, Ben Green, of the City of Somerville, in the State of Massachusetts, in the United States

of America, MAKE OATH AND SAY:

1. I am a PhD Candidate in Applied Math at the Harvard School of Engine_eri‘gg and Applied
Sciences and an Affiliate at the Berkman Klein Center for Internet and Society at Harvard. I study

the implementation and impacts of data science in local governments, with a focus on “smart

cities” and the criminal justice system.

2. Attached here as Exhibit "'1" is a copy of the report I have prepared in response to a request

to give opinion evidence in this proceeding.



3. Attached to my report is the Acknowledgement of Expert's Duty that I have signed as well

as my curriculum vitae outlining my education, experience and credentials.

4. The attached report accurately describes the instructions I received, the issues I was asked
to address, my opinion respecting each issue and the reasons for my opinion. I have also described
the factual assumptions on which my opinion is based, my research, and the documents I relied on

in forming this opinion.

3 I believe that my report is accurate, based on the available information. I have prepared

this report to the best of my ability.
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This report is structured into the following sections:
Expert Qualifications

Scope of Work, Instructions, and Assumptions
Definitions

Summary of Opinions

Response to Question 1

Response to Question 2

Response to Question 3

Appendlx A: References

Appendix B: Curriculum Vitae for Ben Green
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A. Expert Qualifications

My name is Ben Green, and I am a scholar of municipal technology. [ am a PhD Candidate at
Harvard’s School of Engineering and Applied Sciences and an Affiliate at the Berkman Klein
Center for Internet and Society at Harvard.! My research focuses on the governance and social
impacts of new technologies used by city governments. This research is informed by academic
training as a data scientist, time spent working for the City of Boston as a data scientist, and
collaborations with city data officers to develop effective and responsible privacy policies.
Relevant publications include The Smart Enough City* (a book about opportunities and dangers
of smart cities) and “Open Data Privacy” (a report for municipal officials about the privacy risks
of data collection and use and about strategies for mitigating these dangers). I have a Master’s
degree in Applied Mathematics from Harvard University and a Bachelor’s degree in
Mathematics & Physics from Yale College.

My Curriculum Vitae is attached as Appendix B.
B. Scope of Work, Instructions, and Assumptions

You have asked me to provide opinions about Waterfront Toronto’s and Sidewalk Labs’ vision
and plans with regard to Quayside. During the course of my review, I have reviewed documents

' T write only in my individual capacity, not on behalf of these organizations.

2 Ben Green, The Smart Enough City: Putting Technology in lts Place to Reclaim Our Urban Future (MIT Press,
2019).

3 Ben Green et al., "Open Data Privacy: A risk-benefit, process-oriented approach to sharing and protecting
municipal data,” Berkman Klein Center Research Publication (2017), http://nrs.harvard.edw/urn-
3:HUL.InstRepos:30340010



prepared by Waterfront Toronto and Sidewalk Labs pertaining to Quayside. I have assumed that
these documents are accurate for the purpose of defining the Quayside project, and I will refer to
these plans collectively as the “Quayside project™ or “Quayside proposal.” Should these plans
change, or should new evidence come to light, I reserve the right to revise or change my opinions
stated here.

In order to complete this review, | have been asked to do the following:

1.
&

C.

To review documents pertaining to Waterfront Toronto’s and Sidewalk Labs’ plans.
On the basis of this information, to respond to three questions:

a. Are there grounds for concern about privacy breaches in respect of the captured
private information, whether or not de-identified, and if there are grounds, do the
materials reflect sufficient awareness of and preparation for such breaches?

b. Are the provisions for consent to the capture of private personal information
within Quayside adequate, and will it be possible in light of the known facts to
ensure meaningful consent by individuals to the capture and use of their personal
private information?

¢. Are the assurances that the captured private data will be secure adequate to allay
concerns of its use in such a way as to violate privacy?

Definitions

Throughout this document, I will rely on the following definitions:

D.

De-identification: The process of altering a dataset to remove the identity of one or more
individuals.

Re-identification: The process of identifying the person or people represented in de-
identified data.

Personal information/Personally identifiable information (PII): Information about an
identifiable individual. Examples include name, ID numbers, and medical records.
Sensitive information: Data that includes intimate or identifiable information about one
or more individuals. Personal information is a subset of sensitive information.

Machine learning: Computer algorithms that learn from historical data to classify or make
predictions about phenomena such as human behavior.

Summary of Opinions

Based on my review of the available information, I have developed the following opinions:

L.

The Quayside project comes with many likely privacy harms, even among data that is
labeled as “de-identified.” Based on my research, I believe that the current plans make
promises about anonymity that are impossible to guarantee will be kept. Based on the
current state of privacy technology and scholarship, I believe that Sidewalk Labs
significantly understates the level of risk associated with the planned data collection.

I believe that the Quayside project lacks appropriate mechanisms for people to provide
meaningful consent to the collection and use of information about them. Such consent is
particularly difficult to provide in public spaces, where surveillance is so widespread as
to be almost unavoidable simply by setting foot in Quayside.



3. The Quayside project includes the risk of many privacy harms that are possible given
even perfectly secure data.

E. Question 1: Are there grounds for concern about privacy breaches in respect of the
captured private information, whether or not de-identified, and if there are
grounds, do the materials reflect sufficient awareness of and preparation for such
breaches?

Based on the materials I have reviewed, the proposed privacy protections appear to rely on a
definition of “personal information™ that is unscientifically narrow and on assumptions about
“de-identification™ that overstate the capabilities of these methods. As a result, I believe that the
Quayside project overstates the extent to which it is able to rely on non-sensitive “de-identified”
data.

It has been well known for many years that traditional distinctions between sensitive and non-
sensitive data fail to capture the underlying reality: supposedly anonymous or de-identified data
can reveal intimate details about individuals and populations.*

The most common distinction is based on the presence of “personal information™ or “personally
identifiable information” (PII)—features such as name and ID number that, on their own,
identify individuals. Data containing PII is considered to be sensitive and hence worthy of
protection, while data without PII is not.> While PII is sensitive, a great deal of data that does not
contain PII is also sensitive.®

This distinction breaks down in two primary ways, as supposedly anonymous or de-identified
data can be combined with other information or analyzed in search of patterns to reveal sensitive
information.”

Breakdown 1: Seemingly innocuous data can be combined with other information to reveal
sensitive information.

This first issue is often known as the “mosaic effect,” for the way in which different datasets can
be combined to form a mosaic that identifies individuals and reveals private information. A
notable example of the mosaic effect occurred in 1997, when Massachusetts Governor William
Weld released state employee medical records for research purposes, promising that the
information was anonymous. A few days later, however, Weld received a letter: it contained his
own health records, culled from the released data.® The envelope came from Latanya Sweeney,
then a graduate student at the Massachusetts Institute of Technology, who had identified Weld’s
file by linking the medical records with publicly-available voter lists.” Although the medical

4 Paul M. Schwartz and Daniel J. Solove, "The PII Problem: Privacy and a New Concept of Personally Identifiable
Information," NYU Law Review 86 (2011).

3 Schwartz and Solove, "The PII Problem."

¢ Schwartz and Solove, "The PII Problem."

7 Green et al., "Open Data Privacy".

8 Erica Klarreich, "Privacy by the Numbers: A New Approach to Safeguarding Data,” Quanta Magazine (2012),
https://www.quantamagazine.org/a-mathematical-approach-to-safeguarding-private-data-20121210/

9 Latanya Sweeney, "Simple Demographics Often Identify People Uniquely," (Carnegie Mellon University, Data
Privacy Working Paper 3, 2000).



records did not directly reveal anyone’s identity, it contained each patient’s zip code, birthday,
and sex—information that is also listed in publicly available and identified voter lists—allowing
Sweeney to match the records and identify which medical records belonged to Weld.

This is just one of many examples of the mosaic effect leading sensitive information to being
revealed from data that on its face seems de-identified. Another notable example came in 2008
when two computer scientists re-identified “anonymized” data released by Netflix, combining
that data with public information available on the Internet Movie Database (IMDB) to identify
the people behind certain records and infer their political preferences and other potentially
sensitive information.'” In 2006, AOL released “anonymized” search histories, which journalists
were able to re-identify by searching the internet for related and publicly available information.'!

As more and more data is collected by different actors, it becomes increasingly difficult to
promise that any dataset—even one that appears to be anonymized—will not be re-identifiable
when combined with other information.'? For example, in 2014, in response to a Freedom of
Information Law (FOIL) request, New York City released data detailing every taxi ride recorded
in registered NYC taxis during 2013." The data was meant to be anonymized and contained
information about pickup time and location, drop-off time and location, and the taxicab (in the
form of license plate) and driver (in the form of medallion number) involved in each trip. Yet by
combining that data with published paparazzi photos, a data scientist found that it was possible to
identify where celebrities photographed getting into cabs were going.'* By combining this taxi
data with any published report of someone’s location (e.g., paparazzi photos, a Facebook or
Instagram post), it can be possible to track where specific individuals are traveling.

Breakdown 2: Data analysis of seemingly innocuous data can find or infer patterns that reveal
sensitive information.

The second issue occurs when detailed records about people’s movements or other behaviors—
precisely the type of data collected by smart city infrastructure (e.g., sensors and cameras)—are
analyzed to reveal sensitive information. One single data point—for instance, a phone’s location
at a particular place at a particular time—is unlikely to reveal someone’s identity or anything
sensitive about them. But when millions of data points are collected and combined with modern
analysis techniques—which Sidewalk Labs has stated an intention to do throughout its vision
statement (see e.g., page 72)'>—such data can be used to track people’s behavior and infer a
great deal about them. Consider the following examples.

19 Arvind Narayanan and Vitaly Shmatikov, "Robust De-anonymization of Large Sparse Datasets" (paper presented
at the [EEE Symposium on Security and Privacy, 2008).

! Michael Barbaro and Tom Zeller Jr., "A Face Is Exposed for AOL Searcher No. 4417749,” The New York Times
(2006), https://www.nytimes.com/2006/08/09/technology/09aol.html|

12 Green et al., "Open Data Privacy".

13 Chris Whong, "FOILing NYC’s Taxi Trip Data,” (2014), http://chriswhong.com/open-data/foil_nyc_taxi/
(Accessed May 14, 2019).

4 Anthony Tockar, "Riding with the Stars: Passenger Privacy in the NYC Taxicab Dataset,” Neustar Research
(2014), https://research.neustar.biz/2014/09/15/riding-with-the-stars-passenger-privacy-in-the-nyc-taxicab-dataset/
(Accessed May 14, 2019).

15 Sidewalk Labs, "Vision Sections of RFP Submission,” (2017), https://sidewalktoronto.ca/wp-
content/uploads/2017/10/Sidewalk-Labs-Vision-Sections-of-RFP-Submission.pdf (Accessed May 14, 2019).



Granular data about people’s activities is so sensitive in aggregate—despite each record seeming
so benign in isolation—because human behavior is “highly unique.”'® Data collected on a
massive scale captures each person’s unique patterns of behavior. Two studies demonstrated this
phenomenon by analyzing datasets that contained the mobile phone location traces'” and credit
card transactions'® of more than one million people. Even though both datasets lacked PII—they
included just a random number corresponding to each person as well as the locations and times
that those people were tracked—it was possible to identify individuals and learn about their
behavior. Remarkably, more than 90 percent of people could be uniquely identified with just four
data points of where they have been and when they were there.'® In other words, just because
someone may be in a crowd while going about their day, their specific set of locations visited is
likely to be unique—and hence identifiable.

Another example demonstrates how aggregate data about urban patterns—especially data tied to
locations in the city—can be analyzed to reveal sensitive information about individuals. As
described above, New York City released data detailing every taxi ride recorded in registered
NYC taxis during 2013.%° The data contained information about the pickup and drop-off times
and locations of each trip. By analyzing the destinations of all the trips leaving from a specific
location, it was possible to identify the home addresses of several patrons of a Manhattan strip
club.?! Then via the mosaic effect, it was possible to combine this information with other
information that is available publicly online to identify the names of these patrons. The same
method of looking for patterns in all the taxi trips originating or ending at a specific location
could be used to learn who attends almost any location in the city. Indeed, similar data about
trips on London’s bike share program was analyzed using related methods to reveal the travel
patterns of several individuals, including where those individuals live and work.??

Furthermore, when data is combined with machine learning it is even possible to infer a great
deal of personal information that is not explicitly contained in a dataset. With detailed
information about where you have been, for instance, machine learning algorithms can predict
whom you know?? and where you will go next.>* Algorithms can detect whether someone is
depressed based on the photos she posts on Instagram.?® Data about seemingly routine behaviors

16 Yves-Alexandre de Montjoye et al., "Unique in the Crowd: The privacy bounds of human mobility," Nature srep.
3 (2013).

17 de Montjoye et al., "Unique in the Crowd."

18 Yves-Alexandre de Montjoye et al., "Unique in the shopping mall: On the reidentifiability of credit card
metadata," Science 347, no. 6221 (2015).

1 de Montjoye et al., "Unique in the Crowd."; de Montjoye et al., "Unique in the shopping mall."

20 Whong, "FOILing NYC’s Taxi Trip Data".

2 Tockar, "Riding with the Stars: Passenger Privacy in the NYC Taxicab Dataset".

2 James Siddle, "I Know Where You Were Last Summer: London's public bike data is telling everyone where
you've been,” The Variable Tree (2014), https://vartree.blogspot.co.uk/2014/04/i-know-where-you-were-last-
summer.html (Accessed May 14, 2019).

2 Nathan Eagle, Alex Sandy Pentland, and David Lazer, "Inferring friendship network structure by using mobile
phone data," Proceedings of the National Academy of Sciences 106, no. 36 (2009).

24 Lars Backstrom, Eric Sun, and Cameron Marlow, "Find Me If You Can: Improving Geographical Prediction with
Social and Spatial Proximity" (paper presented at the Proceedings of the 19th International Conference on World
Wide Web, 2010).

2 Andrew G. Reece and Christopher M. Danforth, "Instagram photos reveal predictive markers of depression," EPJ
Data Science 6, no. 1 (2017).



such as Facebook Likes can reveal sexual identity, race, political affiliation, and even whether
one’s parents are married.”® These results are not uncommon, and instead reflect the broader
trend that large datasets create the ability to “produce novel insights that probably couldn't have
been revealed in any other way.”?’

As a result of these two breakdowns just described—that data can be re-identified through the
mosaic effect and through various data analysis techniques—many researchers, public bodies,
and others have recognized that existing distinctions about “anonymous” or “personal” data are
inadequate. Below are just three examples:

e The President’s Council of Advisors on Science and Technology (PCAST): “By data
mining and other kinds of analytics, non-obvious and sometimes private information can
be derived from data that, at the time of their collection, seemed to raise no, or only
manageable, privacy issues. [...] one can never know what information may later be
extracted from any particular collection of big data.”®

e Computer scientists Arvind Narayanan and Vitaly Shmatikov: “The versatility and power
of re-identification algorithms imply that terms such as ‘personally identifiable’ and
‘quasi-identifier’ simply have no technical meaning. While some attributes may be
uniquely identifying on their own, any attribute can be identifying in combination with
others.”

e Legal scholar Paul Ohm: “Data can either be useful or perfectly anonymous but never
both. [...] reidentification science exposes the underlying promise made by [privacy]
laws—that anonymization protects privacy—as an empty one.””°

Sidewalk Labs

In its various planning and presentation materials, Sidewalk Labs promises to make much of its
data “non-personal” and “de-identified,” describing this as data that is “designed not to trace
back to any individual.”' But based on the research just described, I do not believe that this is a
promise that can be reliably kept. As a result, I believe that Sidewalk Labs is drastically
understating the level of privacy harms involved in their proposed data collection practices.

A look at Sidewalk Labs’ LinkNYC program provides an instructive example of how the
company’s proposed privacy plans in Quayside fail to address the known privacy harms of de-
identified data. LinkNYC is a partnership between New York City and Sidewalk Labs to provide

26 Michal Kosinski, David Stillwell, and Thore Graepel, "Private traits and attributes are predictable from digital
records of human behavior," Proceedings of the National Academy of Sciences 110, no. 15 (2013).

27 Viktor Mayer-Schénberger and Kenneth Cukier, Big Data: A Revolution That Will Transform How We Live,
Work, and Think (Houghton Mifflin Harcourt, 2013).

28 President’s Council of Advisors on Science and Technology, "Big Data and Privacy: A Technological
Perspective," (2014).

2 Arvind Narayanan and Vitaly Shmatikov, "Myths and fallacies of personally identifiable information,"
Communications of the ACM 53, no. 6 (2010).

30 paul Ohm, "Broken Promises of Privacy: Responding to the Surprising Failure of Anonymization " UCLA Law
Review 57 (2009).

3! Sidewalk Labs, "Digital Governance Proposals for DSAP Consultation,” (2018),
https://waterfrontoronto.ca/nbe/wcm/connect/waterfront/41979265-8044-442a-9351-
€28ef6c76d70/18.10.15_SWT_Draft+Proposals+Regarding+Data+Use+and+Governance.pdf?MOD=AJPERES
(Accessed May 10, 2019).



free public Wi-Fi via more than 7,500 internet-connected kiosks placed throughout NYC.3? In its
proposals for Toronto, Sidewalk Labs has emphasized “ubiquitous connectivity” and suggested
that it plans to integrate similar kiosks into Quayside.>?

Per its privacy policy, LinkNYC kiosks are equipped with sensors and cameras that gather data
about everyone in its vicinity.** And while LinkNYC promises strong privacy protections for
“Personally Identifiable Information,” that information is defined primarily as a user’s name and
email address. Other information, such as a device’s MAC address (a device’s unique identifier
that helps it connect to the internet), operating system, and other device identifiers, are collected
and considered “Technical Information.” And while the kiosks do not collect anyone’s precise
location, they do know everyone’s general location based on the location of each kiosk that is
collecting information. Such location data is often highly re-identifiable and can reveal
particularly sensitive information about individuals.** Moreover, research has found that even
coarse location data (such as a kiosk’s location rather than a person’s precise location in that
vicinity) is only marginally less sensitive than precise location data.>

The research and examples discussed above explain how this “technical information™ is in fact
quite sensitive and can reveal intimate information about individuals. Yet LinkNYC treats this
data as non-personal, asserting that it may share the information with advertisers and others. In
turn, the reliance on a narrow definition of personal data means that a great deal of potentially

sensitive information is considered to be innocuous and is not properly safeguarded.

Many privacy advocates and experts have critiqued LinkNYC’s privacy policies for these
reasons.’’” One privacy lawyer has stated that the LinkNYC privacy policy is designed “to make
you believe that something is being promised, when actually it lets them do anything they
want.”® Similarly, New York Civil Liberties Union’s executive director argued, “Free public
Wi-Fi can be an invaluable resource for this city, but New Yorkers need to know there are too
many strings attached.”’ '

In sum, I believe that there is significant reason to be concerned about privacy harms associated
with the collected data, even data that is defined as “de-identified.” Any data comes with risks of
re-identification. I do not believe that Sidewalk Labs has adequately addressed the risk

32 City of New York Office of the Mayor, "Mayor de Blasio Announces Public Launch of LinkNYC Program,
Largest and Fastest Free Municipal Wi-Fi Network in the World,” (2016), http://www1.nyc.gov/office-of-the-
mayor/news/ 1 84-16/mayor-de-blasio-public-launch-linknyc-program-largest-fastest-free-municipal#/0 (Accessed
May 14, 2019).

3 Sidewalk Labs, "Vision Sections of RFP Submission".

3 LinkNYC, "Privacy Policy,” (2017), https://www.link.nyc/privacy-policy.html (Accessed May 14, 2019).

3% Green et al., "Open Data Privacy".

3 de Montjoye et al., "Unique in the Crowd."

37 See for example Nick Pinto, "Google Is Transforming NYC’s Payphones Into a ‘Personalized Propaganda
Engine’,” The Village Voice (2016), https://www.villagevoice.com/2016/07/06/google-is-transforming-nycs-
payphones-into-a-personalized-propaganda-engine/ (Accessed May 14, 2019); Benjamin Dean, "The Heavy Price
We Pay for ‘Free’ Wi-Fi,” Government Technology (2016), https://www.govtech.com/opinion/The-Heavy-Price-
We-Pay-for-Free-Wi-Fi.html (Accessed May 14, 2019).

38 Pinto, "Google Is Transforming NYC’s Payphones".

3 New York Civil Liberties Union, "City’s Public Wi-Fi Raises Privacy Concerns,” (2016),
https://www.nyclu.org/en/press-releases/nyclu-citys-public-wi-fi-raises-privacy-concerns (Accessed May 14, 2019).



associated with de-identified data, instead making promises about anonymity that are impossible
to guarantee will be kept. This significantly understates the level of risk associated with their
data collection plans.

F. Question 2: Are the provisions for consent to the capture of private personal
information within Quayside adequate, and will it be possible in light of the known
facts to ensure meaningful consent by individuals to the capture and use of their
personal private information?

In my opinion, the Quayside project lacks appropriate mechanisms for those whose data is being
collected and used to provide meaningful consent.

The Office of the Privacy Commissioner of Canada has written guidelines about what
meaningful consent entails.*® The guidelines indicate that:
¢ Information provided about the collection, use and disclosure of individuals’ personal

information must be readily available in complete form.
Information must be provided to individuals in manageable and easily-accessible ways.
Individuals cannot be required to consent to the collection, use or disclosure of personal
information beyond what is necessary to provide the product or service — they must be
given a choice.

The General Data Protection Regulation (GDPR) contains similar requirements regarding
consent.*! The GDPR requires that consent must be:
e Freely given: Consent must be given on a voluntary basis involving real choice.
¢ Informed: People should be notified who is collecting data, what data will be collected,
and how that data will be stored and used. People must also be informed about the right
to withdraw consent at any time (and the process of withdrawing consent must be as easy
as providing consent).
e Specific: Consent must be bound to specified purposes.
Unambiguous: Consent requires either a statement or a clear affirmative act. Consent
cannot be implied and must always be given through an opt-in.

It is useful to analyze the Quayside project according to these four requirements from the GDPR,
which encompass the requirements stated by the Canadian Office of the Privacy Commissioner.

Freely Given

In my opinion, consent cannot be freely given in Quayside because the project involves
collecting data about everyone in a public space, regardless of whether those people have
consented to that data being collected. In its own materials and presentations, Sidewalk Labs has
acknowledged that “meaningful consent cannot be reasonably or reliably achieved” in public

0 Office of the Privacy Commissioner of Canada, "Guidelines for obtaining meaningful consent,” (2018),
https://www.priv.gc.ca/en/privacy-topics/collecting-personal-information/consent/gl_omc_201805 (Accessed May
14, 2019).

41 Official Journal of the European Union, "General Data Protection Regulation,” (2016), https://eur-
lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016R0679 (Accessed May 14, 2019).



spaces.*? Many people will be sharing their data in Quayside because they have no choice but to
share that data in order to spend time in Quayside, not necessarily because they genuinely want
to share that information.

Once smart city technologies such as sensors and cameras are installed (Sidewalk Labs
articulates an intention to use these and other technologies*), I believe that it will be almost
impossible for someone to avoid being tracked while in Quayside. Sensors will monitor the
behavior of anyone with a Bluetooth or Wi-Fi connected device. And given the expansive reach
of cameras (and the growing use and availability of facial recognition software), it is increasingly
impossible to escape being tracked even by abandoning one’s personal digital technology. Based
on the documents I have reviewed, the pervasive tracking also means that information about
minors will be collected in Quayside alongside the information about everyone else.

This reality leaves the public with a stark choice: accept widespread surveillance or stay out of
Quayside altogether. This is an impossible choice, especially for those who live or work in
Quayside. Traveling through Quayside will require “accepting” Sidewalk Labs’ terms simply by
setting foot in the neighborhood. I believe that it is impossible for consent to be freely given if
people must visit Quayside to engage fully in civic society and are unable to avoid having their
behavior tracked while there.

Informed

It is impossible for the public to give informed consent when they lack complete information
about what data is being collected and how it will be used and shared. The privacy policies that
people sign before using online services are designed to be complex and do not provide a
detailed description of risk.* It would take people 76 days per year (reading eight hours per day)
to read every privacy policy they encounter in a given year.*

In Quayside, Sidewalk Labs has proposed placing hexagonal icons in public spaces where data is
being collected.*® This is a useful step toward informing the public what type of information is
being collected in a given location.

Yet I believe that the proposed hexagons are still not fully informative. In particular, this
proposal lacks two areas of information that are essential to informed consent:

1. Risks: As described in response to Question 1, research indicates that there is not a binary
classification of identifiable and de-identified data—yet the hexagons divide data into
these two camps. As a result, a hexagon showing that de-identified data is being collected
understates the potential risks of that data being collected. While the data itself may be

2 Sidewalk Labs, "Digital Governance Proposals for DSAP Consultation".

43 Sidewalk Labs, "Vision Sections of RFP Submission".

“ Woodrow Hartzog, "User Agreements Are Betraying You,” Medium: Trust Issues (2018),
https://medium.com/s/trustissues/user-agreements-are-betraying-you-19db713544 1 f (Accessed May 8, 2019).

45 Alexis C. Madrigal, "Reading the Privacy Policies You Encounter in a Year Would Take 76 Work Days,” The
Atlantic (2012), https://www.theatlantic.com/technology/archive/2012/03/reading-the-privacy-policies-you-
encounter-in-a-year-would-take-76-work-days/253851/

% Jacqueline Lu, "How can we bring transparency to urban tech? These icons are a first step.,” Medium: Sidewalk
Talk (2019), https://medium.com/sidewalk-talk/how-can-we-make-urban-tech-transparent-these-icons-are-a-first-
step-f0312378f10 (Accessed May 10, 2019).



labeled as “de-identified,” that implies to the public that the data is truly anonymous
when in fact research has shown that “any attribute can be identifying in combination
with others.™’

2. Storage and use: Privacy harms occur not simply when data is collected, but also in the
various ways that that data is stored and used. Some of this information is available
through the digital interface following the QR code on the hexagons, but the proposed
project fails to fully describe all of the ways that one’s data may be shared and analyzed.

There also appear to be no mechanisms for withdrawing consent, such as by having Sidewalk
Labs stop collecting data or remove all the data it has collected about an individual. Once
Sidewalk Labs collects data about someone, it appears that that person no longer has any ability
to control how that information is used.

Specific

Based on my research, consent in the Quayside proposal is very broad, concerning all-or-nothing
data collection practices. For example, there appear to be no mechanisms to accept certain types
of data collection or certain uses of that data but to deny others.

Unambiguous

I believe that consent in Quayside is quite ambiguous, as people will have data about them
collected whenever they enter Quayside. Sidewalk Labs’ processes do not appear to include
provisions for people to provide any unambiguous affirmative consent before they are subject to
data collection.

In sum, [ believe that the Quayside project lacks appropriate mechanisms for those whose data is
being collected and used to provide meaningful consent. In particular, the Quayside proposal
fails to provide for consent that is freely given, informed, specific, and unambiguous (as per the
Canadian guidelines and the GDPR). Sidewalk Labs proposes providing some information to the
public about the data being collected—but even if these practices were sufficient to inform the
public, I do not believe that a fully-informed public is necessarily a consenting public. Consent
must also be freely given, specific, and unambiguous. Thus, knowing how one’s information is
being collected and used does not mean that one consents to those practices. This is especially so
in public spaces, where people may have no choice but to accept broad data collection if they
want or need to spend time in those public spaces.

G. Question 3: Are the assurances that the captured private data will be secure
adequate to allay concerns of its use in such a way as to violate privacy?

Insecure data is not the only potential harm related to data collection. Even perfectly secure data
(which is impossible*®) can still raise several significant privacy risks.

47 Narayanan and Shmatikov, "Myths and fallacies of personally identifiable information."
% Ira S. Rubinstein and Woodrow Hartzog, "Anonymization and Risk," Washington Law Review 91 (2016).
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An essential aspect of security is ensuring that only those who are supposed to have access to
data are in fact able to access that information.*’ Yet I believe the most salient privacy risks of
the Quayside project are related to authorized—rather than unauthorized—data access and use.

Based on my review of the documents, I believe that there are many harms to the public of
Sidewalk Labs and its partners collecting and retaining data gathered about individuals. While
each individual data point may not on its own be particularly sensitive, the aggregation of
millions of data points provides these companies with a great deal of knowledge and power over
the public.

The most familiar concern regarding privacy is widespread surveillance, allowing governments
and companies to watch your every action and expose secrets. Such fears tap into deep-seated
cultural notions about privacy that are drawn from Big Brother, the totalitarian government from
George Orwell’s novel /984. Following Orwell’s influence, writes leading privacy scholar
Daniel Solove in The Digital Person, we typically conceive of privacy following the “secrecy
paradigm™: the idea that privacy is invaded when one’s secrets are observed, leading people to
self-censor (via “chilling effects™) or suffer the consequences.

The concept of Big Brother captures some elements of why privacy is essential for maintaining
civil liberties. For example, Toronto police monitored Black Lives Matter activists during
demonstrations in 2016.%' Such surveillance can have significant chilling effects on free speech
and assembly: several studies have found that surveillance causes people to limit their speech
and the information they view online.*?

Yet the concept of Big Brother cannot fully explain why privacy is important.* As we have
already seen, a great deal of data collection today relies on information that is neither secret,
illegal, nor embarrassing—in fact, each individual data point appears meaningless and
anonymous. The secrecy paradigm thus fails to explain the harms of someone’s bike share trips
or Facebook Likes being collected, aggregated, and analyzed. For as Solove explains, nowadays
many uses of data “aim not at suppressing individuality but at studying it and exploiting it.”>*

People today have little knowledge or control regarding what personal data is collected, who
owns it, and how they use it.>> As more data is collected and used by governments and
companies, privacy becomes defined less by the secrets that any piece of information reveals and
increasingly by the inferences that large amounts of relatively non-sensitive data make

4 National Research Council, Computers at Risk: Safe Computing in the Information Age (The National Academies
Press, 1991).

50 Daniel J Solove, The Digital Person: Technology and Privacy in the Information Age (NYU Press, 2004).

51 Stephen Davis, "Police monitored Black Lives Matter Toronto protesters in 2016, documents show,” CBC (2018),
https://www.cbc.ca/news/canada/toronto/police-monitored-black-lives-matter-toronto-protesters-in-2016-
documents-show-1.4645628 (Accessed May 14, 2019).

52 Karen Gullo, "Surveillance Chills Speech—As New Studies Show—And Free Association Suffers,” Electronic
Frontier Foundation (2016), https://www.eff.org/deeplinks/2016/05/when-surveillance-chills-speech-new-studies-
show-our-rights-free-association (Accessed May 12, 2019).
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54 Solove, The Digital Person.

5% Solove, The Digital Person; Bruce Schneier, Data and Goliath: The Hidden Battles to Collect Your Data and
Control Your World (W. W. Norton & Company, 2015).
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possible—and the power that those inferences grant. For example, Facebook can calibrate its
News Feed algorithm to influence a user’s mood*® and likelihood to vote.’” The dating site
OkCupid can alter profile match scores to affect certain people’s chances of getting dates.”®
Healthcare services can deny coverage if they learn that someone recently visited websites
associated with having cancer.*

Although data collection touches everyone, the most severe impacts of diminishing privacy are
suffered by racialized groups and the poor. Despite being more concerned about privacy than
their more well-off counterparts, most lower-income individuals lack the knowledge of privacy
settings and policies to sufficiently reduce how much they are tracked.®” And given that activists
in racial justice movements like Black Lives Matters are targeted for surveillance®' and
undocumented immigrants face deportation,®” racialized groups are prone to suffer the greatest
consequences of being identified and tracked by the government.

Racialized groups and the poor are also most susceptible to harms due to a lack of privacy in
dealings with private companies. As companies increasingly make decisions about individuals
using data drawn from their online behavior and social networks, lower socioeconomic groups
can be unfairly excluded from credit, jobs, housing, and healthcare.> Low-wage workplaces
monitor their employees’ keystrokes, location, emails, and online browsing to detect
unsanctioned behavior, which can result in firing.%*

Thus, as security expert Bruce Schneier explains in his book Data and Goliath, many companies
already possess the knowledge and influence necessary to restrict individual autonomy and
exploit people.®> Smart cities technologies will vastly increase the scale and scope of data that
tech companies collect. Companies that place cameras and sensors on Wi-Fi kiosks, trashcans,
and streetlights will gain heretofore impossible—and highly profitable—insights about the
behavior of individuals.

56 Adam D. I. Kramer, Jamie E. Guillory, and Jeffrey T. Hancock, "Experimental evidence of massive-scale
emotional contagion through social networks," Proceedings of the National Academy of Sciences 111, no. 24 (2014).
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Those with limited financial resources are more vulnerable to the tracking of smart city
companies. For example, while well-off New Yorkers who do not want LinkNYC to track them
can forgo free Wi-Fi in favor of a personal data plan, lower-class residents have no alternative to
free Wi-Fi (indeed, the whole point of LinkNYC is to provide internet access to those who
cannot afford it). They must accept being tracked in exchange for Internet access, essentially
giving up their privacy in order to access basic services and infrastructure.

These privacy harms can be exacerbated as data collected by one company (in this case,
Sidewalk Labs) is shared with the government and other companies.*

One way that information can be shared widely across companies is through data brokers,
companies that aggregate data about people and sell or share that information with other
companies.®’” There are more than 4,000 data broker companies worldwide, and overall the data
brokerage industry is a $200 billion industry.®® Given the vast reach of data brokers that gather
and share data without the public’s knowledge or consent, one company’s data can easily end up
in the hands of another.%® The profiles created by these data brokers (such as “suffering seniors”
and “urban scramble’) make it possible for companies to target predatory loans and scams with
precision.” These harms can arise as companies either share their own data with data brokers or
acquire data from data brokers to combine it with their own data.

Another way that sensitive information can be revealed is through “open data™ initiatives, which
involve releasing datasets online in an effort to make government more transparent and
accountable and to foster collaboration with the public.”' Because data collected in cities relates
to the people within those cities, open data can—through the mosaic effect and data analysis—
reveal sensitive information about individuals. By releasing open data, cities have inadvertently
revealed the identities of sexual assault victims’? and people who carry large sums of cash at
night,” as well as people’s medical information,” political affiliation,” and travel patterns and
where they live and work.”®
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Although there are strategies that cities can take to reduce the risks of such disclosures, there is
nonetheless an inevitable tension between open data’s utility (more detailed data provides greater
transparency and can be used for more purposes) and risks (more detailed data contains more
sensitive information)—a tension that will grow only more severe as the scope of municipal data
collection expands.”’

Although open data programs efforts are typically operated by city governments, Sidewalk Labs
has itself expressed an intention to create its own “open data hub” as part of the Quayside
project.”® They write, “By default, non-personal Urban Data will be open and freely accessible to
the public.”” This practice could lead to significant privacy harms. Given that it is impossible to
know what data will be sensitive when analyzed or combined with other data (see Section 1), it is
impossible for Sidewalk Labs to ensure that the data it releases as open data will not be used in
ways that violate privacy and that could harm the public. As open data is made public, stalkers,
abusers, law enforcement, and companies could all employ this data to take advantage of others.
Access and use of Sidewalk’s “de-identified” data is likely to be further streamlined by its
proposed Application Programming Interface (API) that will streamline access to data for
developers.®

It is also common for data collected by smart city companies to be shared with local law
enforcement.®’ For example, LinkNYC’s privacy policy notes that it may share data and video
footage may be shared with government agencies as required by law (such as in response to a
subpoena or court order) or to investigate any incidents related to the kiosks. Law enforcement
officials across the United States made over 130,000 requests for access to digital evidence from
Just six technology companies in 2017, and more than 80% of these requests were granted by the
companies.® If similar policies are adopted (or if existing law requires sharing data with law
enforcement), any data collected by Sidewalk Labs in Quayside could end up in the hands of law
enforcement—and thus that Quayside will not simply be a home of corporate data collection, but
also potentially a home of widespread police surveillance. This can lead to many harms, such as
the oppression of racialized groups and political dissidents.

Any information shared with the government (in Canada®® as well as in the US) is also prone to
being released through freedom of information (FOI) and public records laws, which compel the
government to release data they control when requested to do so by a member of the public.
Although these laws in both countries contain exemptions restricting the release of personal
information, at least in the United States these laws’ reliance on the outdated PII framework
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May 8, 2019).
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severely limits what data a government can withhold for being too sensitive. While information
including someone’s health history is likely to be protected against public release, for example,
datasets containing records that are not directly identifiable but pertain to the behavior of
individuals are unlikely to be seen as sufficiently personal to be exempt from release as public
records. For example, the NYC taxi trip data that was analyzed to infer the identities of strip club
patrons was initially released in 2014 through a public records request and then posted online by
the requestor for anyone to use.** Similarly, in 2013, the ACLU used a public records request to
obtain three years of license plate readings from the Seattle Police Department (containing 7.3
million scans recording a license plate, location, and time), data that provided sufficient
information to track the daily travel patterns of both police officers and the public.®* And as
cities gather and store more supposedly-anonymous data about people’s behavior, they will be
sitting on increasingly large piles of information that are prone to public release but could expose
sensitive information about individuals.

In sum, my opinion is that the Quayside project involves many privacy harms that are possible
even given perfectly secure data. All of the data sharing and harms just described result from
legal and standard data sharing practices. As security expert Bruce Schneier puts it, “data is a
toxic asset and saving it is dangerous.”®® Once data is collected, it is prone to be released. New

technology that allows more granular and sensitive information to be collected magnifies these
risks.

8 Green et al., "Open Data Privacy".
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